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1 Overview

Riverbed’s SteelCentral™ AppResponse delivers full stack application analysis—from packets to pages to
end-user experience — letting you observe all network and application interactions as they cross the wire.
Using powerful, flexible network and application analytics and workflows, AppResponse speeds problem
diagnosis and resolution, helping you get to answers fast. Available as an appliance, virtual machine, or
AWS cloud-ready solution, SteelCentral AppResponse combines network forensics, application analytics,
and end-user experience monitoring in a single solution.

AppResponse passively monitors the network and collects packet data for continuous, real-ime

and historical monitoring plus fast troubleshooting. It indexes and stores the packets in such a way that
there is no need for file transfers when performing forensic analysis. By continuously recording the

packets traversing the network, rich troubleshooting details are always available when you need them. This

speeds problem diagnosis and remediation. As a result, there are fewer business-stopping slowdowns and
outages, saving you time and money.

Gigamon Visibility Platform comprises of various hardware and software components and the area of
interest for this guide is the visibility node GigaVUE HC2 series running the GigaVUE-OS software. The
Riverbed solution for network-based application performance monitoring utilizes the patented flow-mapping
technology that Gigamon offers, combined with powerful load-balancing capability with the GigaStream
feature. Easy access to traffic from physical and virtual networks: Gigamon manages traffic from across the
network and delivers it to Riverbed SteelCentral solutions, efficiently and in the correct format. To monitor
east-west data center traffic, Gigamon taps virtual traffic and incorporates it into the Gigamon Visibility
Platform for delivery to Riverbed solutions, so that the traffic can be monitored and analyzed together.

An integrated solution of Riverbed SteelCentral and Gigamon Visibility Platform empowers organizations
with complete visibility into their infrastructure and application performance with captured data across
networks. Some of the key benefits to deploying this joint solution are;

o Access to all network traffic including physical and virtual and delivering this traffic to Riverbed
SteelCentral. A mix of GigaVUE H Series, TA Series, and virtual agents acting as TAPs and
aggregators will ensure that the SteelCentral applications receive traffic with ease.

o Use of basic and advanced filtering options available in the Gigamon Visibility Platform resulting in
less tool overload and sending only specific traffic.

o Header stripping and de-duplication eliminates the need to process unnecessary data and results in
higher tool efficiency.

o Data-masking to prevent sensitive information to get exposed and be compliant.

Load-balancing traffic flows across multiple tools to avoid over-subscription.
o Providing visibility into encrypted traffic with SSL decryption.

@)

Use Case: Delivering relevant OOB traffic to SteelCentral AppResponse

With the advent of digital transformation, businesses are expected to provide faster and robust
applications to consumers. This has led to customized experience for different sets of users to maximize
revenue and boost customer satisfaction. IT managers and analysts need to get access to the data from
various sources in the infrastructure and quickly resolve network and application performance issues.
Traffic from all the sources, virtual and physical is sent to a centralized Gigamon Visibility Platform,
typically a HC device and then sent to the AppResponse tool as an Out-Of-Band copy.

Based on traffic bandwidth and the type of traffic to be analyzed, the port sizing and filtering options are
chosen on the HC device.

Riverbed SteelCentral AppResponse with Gigamon Visibility Platform Deployment Guide



Flow maps are configured depending on how many instances or ports (virtual vs physical) of the
SteelCentral appliance are deployed.

Deployment Prerequisites

This Gigamon-Riverbed solution comprises of these prerequisites:
e GigaVUE HC2 chassis running GigaVUE-OS 5.7, one PRT-HC0-X24.
e GigaVUE-FM version 5.7 for configuration.
e Riverbed SteelCentral AppResponse 2000 Virtual Edition Version 11.7.0
e Riverbed NetProfiler Virtual Edition 10.17

NOTE: This guide assumes all appliances are fully licensed for all features used, management
network interfaces have been configured, and an account with sufficient admin privileges is used.
Architecture Overview

The logical architecture presents the joint solution comprising of Riverbed tools and Gigamon HC2
appliance. The reference architecture shows each component’s position in the overall network infrastructure,
where all network components and the out-of-band tools are directly connected to the HC2.

=N

User Switch Internet

v

L1

Management riverbed GigaVUE-HC2
Network

Access Credentials
The default access credentials for Gigamon and Riverbed products are listed below:
e Gigamon GigaVUE-FM access defaults:

e Username: admin
Password: admin123Al
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No default management IP address
e Riverbed SteelCentral AppResponse Virtual Edition:
e Username: admin
Password: admin

NOTE: The GigaVUE-HC2 supports a Graphical User Interface (GUI) named H-VUE and a Command
Line Interface (CLI). This document shows only the steps for configuring the GigaVUE-HC2 with Giga-
VUE-FM. For the equivalent H-VUE and CLI configuration commands, refer to the GigaVUE-OS H-VUE
User’s Guide and GigaVUE-OS CLI User’s guide respectively for the 5.7 release.

2 Configurations

This chapter describes how to setup the Riverbed SteelCentral AppResponse virtual tool to receive traffic
from the HC2 device. For simplicity, we will consider one source port and one destination port on the
Gigamon HC2 to receive and send traffic. The source port will receive traffic from multiple TAPs and
aggregators and by utilizing a Gigamon'’s flow maps, all the traffic is sent to one port on the HC2. The tool
port will be connected to one of the vmnic on the ESXi hypervisor.

Riverbed SteelCentral AppResponse configuration: Monitor port and Virtual
Interface Groups

The installation guide for AppResponse from Riverbed describes how to configure the port groups on the
VMware ESXi. Follow the procedure provided in the guide if traffic source is same for management and
user traffic. If the management traffic and the user traffic is through different vmnics, create another vSwitch
and configure the ‘Monitor O’ portgroup on this vSwitch.

Shown below are the 2 methods of configuring the portgroups depending on how your source traffic is fed
to the AppResponse tool.

Method1 (both management and user traffic on same vmnic):
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(&) 10.5.14.60 - vSphere Client

File Edit View Inventory Administration Plug-ins Help

lg Home D gﬂ Inventory D H Inventory

& @

B [ |10.5.14.60

(B Server 1
(@ Server2
(B Server3

Recent Tasks

perseus. VMware ESXi|, 5.0.0, 623860

Getting Started ' Summary ' Virtual Machines ' ResourceAllocation ' Performance Je&LUTMEIN Local Users & Groups ' Events ' Permissions

Hardware

Health Status
Processors

Memory

Storage
Networking
Storage Adapters
Network Adapters
Advanced Settings
Power Management

Software

Licensed Features

Time Configuration

DNS and Routing

Authentication Services

Virtual Machine Startup/Shutdown
Virtual Machine Swapfile Location
Security Profile

Host Cache Configuration
System Resource Allocation
Agent VM Settings

Advanced Settings

View: |vSphere Standard Switch

Networking Refresh Add Networking... Properties...

Standard Switch: vSwitch0 Remove... Properties...

Virtuz| Machine Port Group
£3 VM Network

3 3 virtual machine(s)
Server 1

Physical Adapters
D vmnic0 100 Full |G

—

Server 2
Server 3
WWkemel Port
£J Management Network
vmkO : 10.5.14.60
Virtual Machine Port Group
£3 Monitor 0
VLAN ID: All (4095)

o P e @

Name, Target or Status contains: I Clear X

Name

¥ Update network config..

| Target | Status | Details
perseus.lab.nb.. @ Completed

| Tnitiated by | Requested Start Ti... < | Start Time | Completed Time |
root 10/10/2012 3:56:02...  10/10/2012 3:56:02...  10/10/2012 3:56:02 ...

|7 Tasks |

Method 2 (Separate vmnic for management and user traffic):
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Virtual switches ADD NETWORKING... REFRESH

v Standard Switch: vSwitchO ADD NETWORKING EDIT MANAGE PHYSICAL ADAPTERS
& Management Network v Physical Adapters
VLAN ID: 4095 L a ] vmnic4 1000 Full “ee
v VMkernel Ports (1)
—10115_153.10 e ||
& VM Network
VLAN ID: --
v Virtual Machines (2)
rbed-appresponse-11.7-gr | JXTE 5]
MAC Address: 00:50:56:8a:2c15 ]
rbed-appresponse-11.7-gr P oo D
MAC Address: 00:50:56:8a:7caa
rbt_gw_ve-10.16.5-gr P oo B
MAC Address: 00:50:56:8a:1e:41
rbt_gw_ve-10.16.5-gr | TN B
MAC Address: 00:50:56:8a:e7:8f
v Standard Switch: vSwitch1 ADD NETWORKING EDIT MANAGE PHYSICAL ADAPTERS
& monitor v Physical Adapters
VLAN ID: 4095 ] vmnicO 1000 Full vee
Vv Virtual Machines (1)
rbed-appresponse-11.7-gr | XTI B

Configuring Virtual Interface Group (VIG) on AppResponse

Before configuring the VIG for the monitor interface, verify if the interface is Link status ‘UP’. Navigate to
Administration and click on ‘Capture jobs/Interfaces’ under General traffic settings.

Click on ‘Monitoring Interfaces’.
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. a m] resp“ nse / steelCentralAppResponse

Capture Jobs/Interfaces ®

[€TJOICHL  Monitoring Interfaces | IRYIROENCEWE (T

Monitoring Interfaces

HOME

———

mon0 AppResponse 10Gbps Interface (mon0)

=

up

General Configuration

Packet Broker: ‘ Gigamon Header v

Enable UDP Deduplication

INSIGHTS

NAVIGATOR

Link Speed

10 Gbps Full Duplex

riverbed

11.7.0#27454 - | VSCAN-2000 - Friday, Nov 8, 2019 12:35 PM PST  admin | Sign out

REPORTS DEFINITIONS HELP

Bytes Received Packets Received

18980297873738 22478981272

Next, select the Virutal Interface Groups, click € ¢ and configure the new virtual interface group with

the mon 0 interface selected.

. a D p respﬂ nse / SteelCentral “AppResponse

Capture Jobs/Interfaces

Capture Jobs Monitoring Interfaces Virtual Interface Groups

Groupby: @ Monitoring Interfaces
O VLAN IDs

[0 Enable Virtual Interface Group Aggregation
Enable Autodiscovery
[ Enable Autodiscovery
Defaults:
Enable Deduplication

Filter: ® BPF (O SteelFilter

4

HOME

INSIGHTS

NAVIGATOR

To enable/disable Flow Export on Autodiscovered groups go to Administration > Integration: NetProfiler Integration > Flow Export Traffic Selection

O Add ©Delete & SetFiter & R
[J Name Description Enabled Interfaces Filter
other_vifg Other VIFG (@)
gigamonfeed traffic feed from hc2 - mon0

1)1

Deduplication

Enabled

Enabled

riverbed
1170427454 | - VSCAN-2000 - Friday, Nov 8, 2019 12:44 PM PST  admin | Sign out
REPORTS DEFINITIONS HELP [c]
Capture Received Duplicated
Jol [ E= Packets Packets
No 0 0 0
No 18997616713178 22496649173 483164
Rows: 10 B
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GigaVUE-HC2 Configuration: Ports and Flow maps

This section covers the HC2 configuration with respect to ports and maps associated with sending traffic to
AppResponse. In this deployment, the source traffic is a single port. In a more realistic deployment, there is
more than one source port either on the HC2 or on a TA (Traffic Aggregator) device behind this HC2.
Based on where traffic is aggregated from multiple TAP points, the map’s network port will have one or
more ports. In this deployment, 1/1/x24 is the source port and 1/3/x12 is the destination tool port which is
the monitor port on the AppResponse.

The configuration will have 3 basic steps:
e  Configure the network port
e  Configure the tool port

e  Configure a flow map

Step 1: Configure the network port

1. Login to the GigaVUE-FM, select Physical Nodes (Under Physical)

2. Select the HC2 from the list of physical nodes.

3. Choose the port that needs to be configured as network port and click ‘Edit’.

Ports Port Groups Port Pairs Tool Mirrors Stack Links Tunnel Endpoints IP Interfaces Tunnels

All Ports Ports Discovery Fabric Statistics _
Ports Edit | Filr | Quick Port Editor
Nov 11, 2019 12:41:37

Selected: 1 0f 48 | Filtered By : Box ID-1/1,1/3; | Clear Filter

O PortIld Alias Status Type Speed Admin Link Status Transc... SFP Power Avg Util T/Rx &t
(]} 11/x14 @ Port is healthy Disabled - 0/0
o 1/1/x15 @ Port is healthy Disabled - 0/0
a 1/1/x16 @ Portis healthy Disabled - 0/0
a 11/x17 @ Portis healthy Disabled - 0/0
(] 1/1/x18 @ Port s healthy Disabled - 0/0
(] 1/1/x19 @ Port s healthy Disabled - 0/0
(] 1/1/x20 @ Portis healthy Disabled - 0/0
(] 1/1/x21 @ Portis healthy Disabled - 0/0
] - @ Port is healthy Disabled - 0/0
(] 1/1/x23 @ Port s healthy Disabled - 0/0
111/x24 from_ta10_corp @ Port is healthy 10G Enabled up sfp+ sr -2.49 0/3

4. Provide a suitable alias to label the port. Select ‘Network’ for the type of port.
5. Click ‘OK.
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® GigaVUE-FM C2-F14-2 Last synce! 019-11-08 16:08:08

Ports : 1/1/x24

Alias  from_ta10_corp

Comment:

Port Role:

¥ Parameters

Admin @ Enable

Type | Network :
Speed
Duplex @ Full O Half

Auto Negotiation | Enable
VLAN Tag

Egress Vlan Tag @ None Strip
Force Link Up [ Enable
> upe @ Enable

FEC | CL91(recommended | @
V¥ Ports Discovery

Network Discovery @ [ Enable

Ao Pt - Al 11nP cnp

Step 2:

1. Choose the port that needs to be configured as tool port and click ‘Edit’.
2. Provide a suitable alias to label the port. Select ‘Tool’ for the type of port.
3. Click ‘OK.

& GigaVUE-FM ynced at 2019-11-08 16:08:08 Q ‘ c B oy )

Ports : 1/3/x12 | ok | cancel |

Alias  to_apprespopnse_mon

Comment:

Port Role:

¥ Parameters

Admin @ Enable

Type | Tool $
Speed
Duplex @ Full Half

Auto Negotiation @ Enable

Egress Vlan Tag @ None Strip
Force Link up [ Enable
UDE Enable

= FEC | -Select FEC- : @
V¥ Ports Discovery

Network Discovery @  Enable
Discovery Protocols All LLDP copP

Gigamon Discovery @ [ Enable
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Step 3:

1. From the GigaVUE-FM, click on Maps from the menu on the left.
2. Click New to enter the map details.

Maps Map Templates Filter Templates

Maps Map Groups Statistics

Maps

Nov 11, 2019 12:55:22

Filtered By : Non-Auto generated Maps;

Expand All Collapse All
A Maps

[m] Alias Map Status Source Destination Enca... Com... Enab... Type Subt... Number o... GSOP Priority Accﬂ

3. Provide a map alias, Click on ‘Enable’ on Map Info.
4. Select Regular under type and ‘By Rule’ under Subtype.

5. Select the appropriate source and Destination ports based on the configuration in Step 1 and 2.

@ GigaVUE-FM

Edit Map: corp_to_appresp

Nov 8, 2019 16:28:57

v Map Info

Map Alias  corp_to_appresp (7]
Comments
Enable
Type | Regular v
Subtype | ByRule 4

No Rule Matching [ Pass Traffic
V¥ Map Source and Destination

Port Editor

Source 111x24

“from _ta10_corp"

Destination B 502 Tool Finder

“to_apprespopnse_mon"
Encapsulation Tunnel None

GigaSMART Operations (GSOP) None

6. Under Map Rules, click ‘Add Rule’, click Condition Search and choose IP Version from drop-down.
Select ‘Pass’.

Riverbed SteelCentral AppResponse with Gigamon Visibility Platform Deployment Guide



Vv Map Rules

Quick Editor || Import || Add a Rule

X Rule 1 ondition search ~ | @Pass ()Drop Bi-directional
CircuitID
Rule Comment
DSCP
Ether Type
v Map Order IP Fragmentation

L IPv4 Destination
Priority v
IPv4 Source

IPv4 TOS

V¥ Manb Permissions

7. Select Version v4. Click OK to create the map.

v Map Rules
Quick Editor || Import || Add a Rule
X Rule 1 ~ | @Pass Drop () Bi-directional

Rule Comment Comment

IP Version x

Version | v4 v

8. Verify map topology view by clicking on topology view.

Zm s o

& GigaVUE-FM C2-F14-24 Last synced at 2019-11-08 16:08:08 (o} ‘ C H

Maps Map Templates Filter Templates

Map Groups Statistics

Nov 8, 2019 16:29:51

Quickview

W Maps
0 Map
-0 >
from_ta10_corp Reg.1:corp_to_appresp to_apprespopnse_mon
A
< v (>
=) & (+
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GigaVUE-HC2 Configuration: Basic filtering

This section provides the necessary steps to configure basic filtering (L2-L4) on the Gigamon HC2 device.
These filters can be configured either on the tool port or the flow map itself and the best use-case of the
filters is that it vastly reduces the amount of traffic sent to the Riverbed tool.

Filtering on fabric maps

To add filters on the fabric maps, follow the steps below:

1. Select the map that was created and click Edit

&) GigaVUE-FM 2-F14-24 Last synced at 2019-11-11 15:33:08 Q ‘z C B 8 ©

Maps Map Templates Filter Templates

Maps

|

Nov 11, 2019 16:16:47

Map Groups Statistics

Filtered By : Non-Auto generated Maps;

Expand All Collapse All

W Maps
o Alias Map Status Source Destination Enca..  Com... Enab..  Type Subt.. = Numbero..  GSOP priority ~ Accedd)

> corp to appresp @ Map is healthy 1 Port 1 Port true Regul.. ByR.. 1 1 admin

2. Under Map Rules, where Rule 1 is created, click on Condition search and choose IPv4 Destination. A
rule comment can be added and the IPv4 destination address can be configured with the netmask.
Click OK.

& GigaVUE-FM C2-F14-24 ast synced at 2019-11-01 16:08:08

Edit Map: corp_to_appresp Cancel

Nov 1, 2019 16:12:07

No Rule Matching [ Pass Traffic

¥ Map Source and Destination

Port Editor
Source 11/x24
from_ta10_corp”
Destination 1312 Tool Finder

“to_apprespopnse_mon"

Encapsulation Tunnel or v

GigaSMART Operations (GSOP) T v

V¥ Map Rules

Quick Editor || Import || Add a Rule

X Rule1 | Condition search ~ | @Pass (ODrop (] Bi-directional

Rule Comment  Comment
IPv4 Destination x
0.82

1-32) or 255.255.255.0
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Verifying traffic on Riverbed AppResponse
The next few screenshots will show the effect of basic filtering applied on Gigamon’s HC2 device so that

the AppResponse tool is not overwhelmed by all the traffic that is being tapped and fed to the packet
broker.

Without filtering

. apurasponselsteemennal AppResponse rlverbed

11.7.0 #27454 + ip 10.115.158.35 + VSCAN-2000 + Monday, Nov 11,2019 1:31 PMPST  admin | Sign out

INSIGHTS ~ NAVIGATOR  REPORTS  DEFIN7 == \DMINISTRATION  HELP o]
All Traffic @ O Today1:14PM-129PM © (@) 1h 1d 1w IM@Auto-Update= 1 z @
All Traffic (select metric to display) e &
Throughput - Throughput
Traffic 254GB 300

Packet Throughput 47.33Ks W
Round Trip Time A 200

% Request Retrans §
9% Response Retrans 6.87 % 100
Connections Failed 224k
% e 13:16 13:18 13:20 13:22 1324 1326 13:28
© All Traffic
Busiest Server IPs (select to view chart)
TCP Server Server Turns [#]+ %e"r:/:[rr::]sponse " Server Response Time
12,737 13.910
aws.com 10,228 97.162 30
9,396 44.463
7,944 120.623 g 2
4,090 0.896
3,908 94.154 .
3,243 52.520
aws.com 3,030 2527 0
134 13:16 13:18 13:20 13:22 1324 13:26 13:28
— 10.81.1.103 (5)
10.81.1.103 (s) - Previous Day

With filtering
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. ap u respo n se / SteelCentral "AppResponse

All Traffic@

All Traffic (select metric to display)
Throughput
Traffic
Packet Throughput
Round Trip Time
% Request Retrans
% Response Retrans

Connections Failed

Busiest Apps (select to view chart)

Application Server Turns [#],
SSL m
Microsoft 146
Azure 146
TCP/443 https 68
TCP/464 kpasswd 0
TCP/49692 0
TCP/496%4 0
TCP/49698 0

Applications Client IPs IP Conversations

User Response
Time [ms]

2,474.691
241.963
241.963

83.280

riverbed

11.7.0#27454 - ip | BBEIIVSCAN-2000 + Monday, Nov 11,2019 3:47 PMPST  admin | Sign out

INSIGHTS NAVIGATOR REPORTS DEFINITIONS ~ ADMINISTRATION HELP @
@ Today 1:33PM-1:48PM © 15m 1h 1d 1w 1M DAuto-Update~ [l
4.2 Mbps Throughput
453.1MB s
g /\M
0.28% 2
1.75% 2
79k
o 1334 13:36 13:38 13:40 1342 13:44 13:46 13:48
o Al Traftc
User Response Time
™
o
5k
E aK
*
x
113
o
13:34 13:36 13:38 13:40 1342 1344 1346 1348

— ssL
SSL - Previous Day

GigaVUE-HC2 Configuration: GigaSMART functionalities

The GigaSMART features are beneficial to perform other manipulations such as packet deduplication,
header stripping, masking and load-balancing. In the below example we can see how GigaSMART is
configured and how it is applied to a map.

Step 1: Configure a GigaSMART Group
1. Click GigaSMART on the menu options and click GigaSMART Groups tab. Click New.

I S GigaSMART®

GigaSMART Operations (GSOP) GigaSMART Groups Virtual Ports NetFlow / IPFIX Generation Inline SSL Passive SSL Whitelist App Identification

Port Throttle

GigaSMART Groups

Enhanced Load Balancing GTA Profile

Statistics Report

GigaSMART Groups

Nov 12,2019 11:16:11

Status

Enhanced Slicing

Port List

No Records Found

2. Select the engine port and scroll down to the various default configurations. You can change any
parameter on the desired operation.
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GigaSMART Group

v GigaSMART Group Info

Alias  testsmart

Poiff List Bise -

v GigaSMART Parameters

v Cross Packet Match

Enable Cross Packet Match

v Dedup

Action Count @ Drop
IPTclass @ Include ) Ignore
IPTOS © Include Ignore
TCP Sequence @ Include Ignore
VLAN Include @ Ignore

Timer (us) 50000

Step 2: Configure a GigaSMART Operation
1. Click GigaSMART Operations tab and click New.

GigaSMART Operations (GSOP) GigaSMART Groups Virtual Ports NetFlow / IPFIX Generation Inline SSL Passive SSL Whitelist App Identification

Port Throttle Enhanced Load Balancing GTA Profile Enhanced Slicing

GigaSMART Operation Statistics

GigaSMART Operations (GSOP) o | ot oeece |

Nov 12, 2019 11:17:52

Status

Operations GS Group

O GigaSMART®

No Records Found

2. Provide an alias for the GSOP and select the Group from the dropdown. Select the GSOP from the
list. Configure additional parameters based on the operation selected.
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GigaSMART Operation (GSOP)

Alias  testop

GigaSMART Group | testsmart -

GigaSMART I belect one or more GSOP type(s) -
Operations
(GsoP) Adaptive Packet Filtering

Add Header
Add Trailer
ASF

Enhanced Slicing

Flow Filtering

Flow Sampling

Step 3: Configure map with the GSOP
1. Click on Maps and select the map to be configure with the GSOP and click Edit.

2. Scroll down to Map source and destination and select the GSOP drop down with the GSOP created in
Step 2.

V¥ Map Source and Destination

Port Editor

Source 1/1/x24

"from_ta10_corp"

Destination 1/3/x12 Tool Finder

"to_apprespopnse_mon"

Encapsulation Tunnel ‘ None ‘ ‘
GigaSMART Operations [ testop(testsmart) r]
(GSOP)

Use Case: Sending flow data to NetProfiler

Riverbed’s NetProfiler can be integrated with the SteelCentral AppResponse for additional analysis based
on the flow data from AppResponse. SteelCentral NetProfiler gives an end-to-end monitoring and reporting
capability when integrated with Gigamon Visibility Platform and SteelCentral AppResponse.

To integrate the NetProfiler tool with AppResponse, install the Virtual Edition preferably in the same ESXi
environment as the AppResponse and provide a management IP address. The IP address must be able to
reach the AppResponse tool for the flows to be forwarded.
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Configure NetProfiler Integration on AppResponse
Step 1: Add Netprofiler details on AppResponse

1. Under Administration, look for Integration and select NetProfiler Integration.

rivert

11.7.0 #27454 - ip PS5 ¢ VSCAN-2000 + Wednesday, Nov 20,2019 3:51 PM PST  admin | Si

INSIGHTS NAVIGATOR REPORTS DEFINITIONS ADMINISTRATION HELP Search

SYSTEM SETTINGS FEATURE SETTINGS

Q@ Today 2:51 PM - General CXA Module
System Operations DBA Module I
System Health Notifications UCA Module
Default User Preferences Preferred IPs
414.34 Mbps Storage Configuration Server Response Time (TCP)
173.6 GB 800 Web Page Analysis
GENERAL TRAFFIC SETTINGS i
64.21 ks . Web Traffic Masking
Capture Jobs/Interfaces Web User Session Tracking
10.365 ms ° 1
£ 0 Traffic Analysis Filters
0.61% = Packet Format SYSTEM STATUS
5.28% 200 SSL Decryption Keys System Health
925k Hardware/Storage
0 ACCOUNT MANAGEMENT Traffic Diagnostics
15:00
Authentication Flow Export Status
o Al Traffic

User Administration System Alert Events

Downloads
INTEGRATION

NetProfiler Integration OTHER
Integration Links User Preferences

Licensing
Report Schedules

Bk

2. On ‘Flow Export Settings’, the ‘Enable Flow Export’ box must be checked. Provide the IP
address/Hostname for the NetProfiler and click Apply.
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. aDDreSDDHSE/SteeICentral AppResponse rlverbed

11.7.0#27454 - ip| BB - VSCAN-2000 - Monday, Nov 18, 2019 4:43 PM PST  admin | Sign out

HOME INSIGHTS NAVIGATOR REPORTS DEFINITIONS

HELP @

NetProfiler Integration ®

Flow Export Settings Flow Export Traffic Selection NetProfiler Export Certificate Trusted NetProfilers Flow Export Status

General Configuration
Enable Flow Export

NetProfiler/Flow Gateway for Export
Export Configuration

* Auto-recognized applications
* NetFlow metrics

* TCP metrics (continuous round trip, service response time)

VorP Qua ity metrics
Hostname/IP Address 1: 10.

o

[0 Manage Port Names and Custom Applications from NetProfiler: O Hostname 1 O Hostname 2

Other NetFlow Collectors
Export Configuration
* NetFlowv9

Hostname/IP Address UDP Port

3. Navigate to Flow Export Traffic Selection, enable the appropriate interface which needs to forward the
flows to the NetProfiler.

NetProfiler Integration ®

Flow Export Settings Flow Export Traffic Selection NetProfiler Export Certificate Trusted NetProfilers Flow Export Status

(0 Enable Flow Export on newly autodiscovered Virtual Interface Groups

Export filter: ® BPF O SteelFilter

Z

To enable/disable Autodiscovery go to Administration > General Traffic Settings: Capture Jobs/Interfaces > Virtual Interface Groups

© Enable Flow Export  ® Disable Flow Export [ Set Export Filte

Name

Flow Export Status Export Filter

gigamonfeed

[_©)

Rows: 10 B

4. If necessary, configure the Export Certificates as mentioned in the User Guide for AppResponse. Click

on Flow Export Status to verify that the flows are forwarded to the NetProfiler.
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NetProfiler Integration

Flow Export Settings Flow Export Traffic Selection NetProfiler Export Certificate | Trusted NetProfilers Flow Export Status

NetProfilers configured for export

Name Status Info

1 (I 06 oK

NetProfiler export statistics

Exported flows Rejected flows

Total (last minute) 44436 0
Total (last week) 104293774 0
Avg per minute (last week) 10346 0
Peak Flows (last week) 61387 0

Flow collector export statistics

Exported flows Rejected flows

Total (last minute) 0 0
Total (last week) 0 0
Avg per minute (last week) 0 0
Peak Flows (last week) 0 0

Step 2: Verify reports and dashboards on NetProfiler
1. Login to the NetProfiler with the IP address. Under System, click Devices/Interfaces.

riverbed . g Quick report (User 3 =

SteelCentral NetProfiler

Virtual Edition

HOME SERVICES REPORTS BEHAVIOR ANALYSIS

Trace: Interface Groups » Port Names » DSCP » Dashboard » Devices/Interfaces

Devices/Interfaces @

; . X . L . Audit Trail
(Dewces&lnterfaces (Tree)‘ Interfaces (List) | Devices (List) | Synchronization (List)

== Bandwidth utilization @ OK € Device clock ® No flows have been seen @ Interface utilization above 959 Shutdown/Reboot
(last 5 min) is out of sync on a link (last 5 min) (last 5 min)

DEFINITIONS CONFIGURATION

Information

Update
Options | v

Backup

@ appresponse:gigamonfeed (Description: traffic feed from hc2(mon0)) Edit ==
EF fg (Description: Other VIFG()) Edit Delete
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2. Click on Interfaces tab and verify if the required interface from the AppResponse tool is OK(Green).

riverbed. gu-

SteelCentral NetProfiler
Virtual Edition

HOME SERVICES REPORTS BEHAVIOR ANALYSIS DEFINITIONS CONFIGURATION
Trace: Dashboard » Ul Preferences » Riverbed Links » General Settings » Devices/Interfaces

Devices/Interfaces ®

Devices & Interfaces (Tree) [IIEELN(REIN Devices (List) | Synchronization (List)

== Bandwidth utilization @ OK © Device clock © No flows have been seen @ Interface utilization above 95% @ Device is down

Quick report: | Host/ Group 5

(last 5 min) is out of sync on a link (last 5 min) (last 5 min)
Search by Device Address or Hostname (e.g., 172.31/16 or localhost)
Interfaces 1-20f2
' Description (ifAlias) ifAlias (Override) Sampling Rate Sampling Rate Override MAC Type Type Description MTU
) traffic feed from
r @ 10 appresponse gigamonfeed hc2(mon0) 65522
(] 10| appresponse 1000 other_vifg Other VIFG()
1 go to page 1 | show:[ 10 + entries per page
3. Navigate through the different dashboards and reports for the required analysis.
I' | Ve r b e d @ Alert Level = Monday, November 18, 2019 7:47 PM EST
SteelCentral NetProfiler OK Quickreport: { Host/ Group M

Logged inas: admin  Help |V  Logout
Virtual Edition

SERVICES REPORTS BEHAVIOR ANALYSIS DEFINITIONS CONFIGURATION SYSTEM

Trace: Ul Preferences » Riverbed Links » General Settings » Devices/Interfaces » Dashboard

Dashboards ¢ Dashboard: Network Operations Dashboard @ IEEZREEIRERA «esting n 1 min cefresh now
453 My Dashboards
a Network Hot Spots Applications @ v
a6 Network Operations Dashbo. Sorted by Avg Bitsss
a Service Dashboard 300M
M Single Sign On Overview 250M

A VOIP - Call Quality and Usage

Nov 17,19 Nov 18,19 Nov 18,19 Nov 18,19 Nov 18,19
11:30 pm 330am 730 am 11:30 am 330 pm
¢ =HTTP SSL —SP  —SMB —H323
Hosts starting 1 min ago @ v Applications strting 1 min ag @ v
Sorted by Avg Bitsfs Sorted by Avg Bitsfs

21182 TCP 22,097,725.20 (4 6%)
Boniour -UDP-MDNS 13,584,186.13
(28%

1094 $5L 8,591,704 67 (1 8%)

$5H 94,320,143.33 (195%) -RDP §,335,010.80 (1.7%)
SMBv2-NetBIOS_S5-CIFS
6,663,71520 (1.4%)
Exchange_Oniine-S5L 6,225,745 60
(1.3%)

Coded2_CrashPlan 5,919,745 60
(12%)

Others 32,088,696.27 (66%)
TCP_Unknown 158,450,380.00
(325%)

€c2-34-220-148-6:
WEB 126,521,396.13 (26.2%)
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Ports starting 1 min ago @ v Applications @ v
Sorted by Avg Bitsis Sorted by Avg Bitsis
tepi80 (http) 4o
tcpB02 (ideafarm-door ) 30M
teps22 (ssh)
1cpia43 (https) 2 20m
udp/5247 (capwap-data) @
tepA10010 (rxapi) 10M
tcp/10000 (ndmp)
teps3389 (ms-wht-server ) 0
Nov 18,19 Nov 18,19 Nov 18,19 Nov 18,19
tepi27017 6:30 pm 6:45 pm 7:00 pm 7:15 pm
tepi4S (microsoft-ds) ; H : : ; = FaceBook YouTube ~ Gmail - Skype
1] 20M 40M 60M 80M 100M 120M 140M == YahooMsgr == SharePoint - Twitter == BifTorrent
Bitsis Google_Plus == Amazon
Application Servers starting 1 min ago 1 - 20 of 100 @ v
Application Servers Avg Bits/s * Avg Packets/s Avg Active Connections/s Avg Net RTT (ms) Avg Server Delay (ms)
125,515,042 (26%) 15,684 21%) <1 (<1%) 16 8
103,257,971 (1%) 12834 a7%) <1 (<0.01%) 10
ws.com with app SSH 84,652,895 (18%) 9,604 (13%) <1 (<0.01%)
31,842,562 (7%) 2,945 (4%) <1 (<1%)
22,097,725 (5%) 6,800 (9%) <1 (<1%)
9,543,374 (2%) 1,043 (1%) <1 (<0.01%) <1
8,660,325 (2%) 1,695 (2%) <1 (<1%) <1 1
7,630,265 (2%) 1,985 (3%) <1 (<1%)
6,592,176 (1% 72685  (<1%) <1 (<1%) <1
6,556,818 (1%) 1,322 (2%) <1 (<1%) <1 1
4378140  (<1%) 68328  (<1%) <1 (<0.01%) 5
3889443  (<1%) 1,049 (1%) <1 (<0.01%)
2,461,746 (<1%) 1,459 (2%) <1 (<1%) 13 120
lan 2401423  (<1%) 87052 (1%) <1 (<0.01%)
2323215 (<1%) 39595  (<1%) <1 (<1%) <1 47
2254715 (<1%) 27152 (<1%) <1 (<1%) <1 3
2185097  (<1%) 28752  (<1%) <1 (<0.01%) 7
L 2088592  (<1%) 35035  (<1%) <1 (<1%) 18 5
Services-SSL 1,829,115  (<1%) 19585  (<1%) <1 (<0.01%) 73 6
1,687,247  (<1%) 20570  (<1%) <1 (<1%)
Others 50,950,562 (11%) 13,099 (18%) 410.70 (99%)
Total 482,798449  (100%) 73508  (100%) 414.47 (100%)
r Ive rbed @ Alert Level Host / Group . O
SteelCentral NetProfiler 7 OK Quick repori S
Virtual Edition Application
SERVICES  REPORTS  BEHAVIORANALYSIS  DEFINITION [ACEG
Iface / Device / Group
Trace: Ul Preferences » Riverbed Links » General Settings » Devices/Interfaces » Dashboard DSCP
Template
Dashboards *'® Dashboard: Network Opg s ossummary poard @ IEEuTRdl refreshing in 35 sec refresh now
4 <3 My Dashboards Switch
BGP AS
ak Network Hot Spots Applications VNI / VNI + Host
2 Network Operations Dashboa Tunnel Endpoint Sorted by Avg Bitsis
a Service Dashboard 250M
a Single Sign On Overview 00M

s VIAIN Fall Avialin, and lmamn

3 Summary

The deployment guide was a description of how to combine Gigamon'’s visibility platform and Riverbed’s
SteelCentral AppResponse for application and network performance management. The joint solution offers

some of the following benefits:

¢ Minimize tool sprawl by tapping and aggregating all the traffic points with the Gigamon TAPs and
sending all the traffic to a HC device to perform further filtering and advanced functions.

¢ Reduce the load on Riverbed’s AppResponse and NetProfiler tools thereby saving considerable
cost and overhead for the tool end user.
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For more information on the GigaVUE-HC2 and other Gigamon Visibility Platforms, go to
www. Gigamon.com.

How to get Help

For issues with Gigamon products, refer to https:/mww.Gigamon.com/support/support-and-
services/contact-support.html and your Support Agreement with Gigamon. You can also email Technical
Support at support@Gigamon.com.

For issues related to Riverbed products, refer to your Support Agreement with Riverbed and follow the
directions on how to open a Support Case.
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